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LEARNING OBJECTIVES

The student is able to …

CVE.U2.E7.PC1 The student can define and understand image classification.

CVE.U2.E7.PC2 The student is able to analyse and explore practical applications of image classification.

CVE.U2.E7.PC3 The student knows different image classification models.

CVE.U2.E7.PC4 The student is able to select the image classification model that best fits a specific situation or 

problem.

CVE.U2.E7.PC5 The student is able to assess the performance of the classification model and proceed with the 

necessary measures.
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IMAGE CLASSIFICATION

Image classification is the prediction of a specific class or label for something that is defined by a

set of data points. Image classification is a subset of the classification problem, where an entire

image is assigned a label. Perhaps a picture will be classified as a daytime or nighttime shot. Or,

similarly, images of cars and motorcycles will be automatically placed into their own groups. There

are numerous categories/classes, that a specific image can be classified.
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IMAGE CLASSIFICATION

Image classification is a fundamental problem in computer vision and serves as the foundation of multiple

tasks like object detection, image segmentation, object tracking, action recognition, and autonomous driving.

There are some very popular datasets in Image Classification that are used across research, industry, and

hackathons.

The most popular ones are:

• ImageNet

• CIFAR

• MNIST



5

APPLICATIONS OF IMAGE CLASSIFICATION

Some examples of image classification include:

• Labeling an x-ray as cancer or not (binary

classification).

• Classifying a handwritten digit (multiclass

classification).

• Assigning a name to a photograph of a face 

(multiclass classification).

A popular example of image classification used

as a benchmark problem is the MNIST dataset.
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IMAGE CLASSIFICATION MODELS: DEEP NEURAL NETWORKS

Deep neural networks

Generally, the deep learning architecture for image classification includes convolutional layers, making

it a convolutional neural network (CNN). A typical use case for CNNs is when the network images are fed

and it is the network that classifies the data. CNNs tend to start with an input “scanner” that is not intended

to parse all the training data at once. For example, to input an image of 100 x 100 pixels, you wouldn’t

want a layer with 10,000 nodes.
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IMAGE CLASSIFICATION MODELS

One of the most popular pre-trained models for image

classification is called VGG-16. In the figure on the

right, we can see its architecture.

The model is sequential in nature and uses lots of

filters. At each stage, small 3 * 3 filters are used to

reduce the number of parameters. All the hidden

layers use the ReLU activation function. Nevertheless,

the number of parameters is 138 Billion – which makes

it a slower and much larger model to train than others.

Very Deep Convolutional Networks for Large-Scale Image Recognition(VGG-16)
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IMAGE CLASSIFICATION MODELS

Inception

In simple terms, the Inception Module performs convolutions with different filter sizes on the input, performs

Max Pooling, and concatenates the result for the next Inception module. The introduction of the 1 * 1 

convolution operation drastically reduces the parameters.

Inception module with dimension reductions.
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IMAGE CLASSIFICATION MODELS

The principal motivation behind this model was to avoid poor accuracy as the model went on to become

deeper.

When you work with Gradient Descent, you would have come across the Vanishing Gradient issue. The

ResNet model aimed to tackle this issue.

After started with a single Convolutional layer and Max Pooling, there are 4 similar layers with varying filter

sizes (all using 3 * 3 convolution operation). After every 2 convolutions, it is bypassing/skipping the layer in-

between. This is the main concept behind ResNet models. These skipped connections are called ‘identity

shortcut connections” and use what is called residual blocks.

ResNet50
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IMAGE CLASSIFICATION MODELS

ResNet authors propose that fitting a residual mapping is much easier

than fitting the actual mapping and thus apply it in all the layers.

Also, they are of the opinion that the more layers it stacks, the model

should not perform worse.

This is opposite to Inception and is almost similar to VGG16 in the

sense that it is just stacking layers on top of the other. ResNet just

changes the underlying mapping.

ResNet50
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IMAGE CLASSIFICATION MODELS

It was developed from Google. EfficientNet authors propose a new Scaling method called Compound

Scaling. The earlier models like ResNet follow the conventional approach of scaling the dimensions

arbitrarily and by adding up more and more layers.

EfficientNet
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THE PERFORMANCE OF THE CLASSIFICATION MODEL

The robustness of the Deep Neural Network (DNN) models is evaluated using the four metrics:

Attack success rate, Distortion, CLEVER score, and Transferability.

Model Year
Number of

Parameters
Top 1 Accuracy

VGG-16 2014 138Million 74.5%

Res-Net-50 2015 25Million 77.15%

Inception V3 2015 24Million 78.8%

EfficientNetB0 2019 5.3Million 76.3%

EfficientNetB7 2019 66Million 84.4%
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THE PERFORMANCE OF THE CLASSIFICATION MODEL

Graph showing the

comparative performance 

of popular models
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SUMMARY

• Image classification is the prediction of a specific class or label, for something that is defined by a set of

data points. Image classification is a subset of the classification problem, where an entire image is

assigneda label.

• Labeling an x-ray, classifying a handwritten digit and assigning a name to a photograph of a face are

some examples that include image classification.

• Image Classification Models: VGG-16, Res-Net-50, Inception and EfficientNet.

• EfficientNet is the model with the highest accuracy.
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